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Abstract

When classifying products using cluster analysis, a general approach is to quantify attributes such as the price, color, and 
size of products before analysis. However, products in online shops are often introduced using images, and when analyzing 
products, the necessary attribute information must be collected again as data, which results in a larger workload.

In the present study, we use the widely utilized convolutional processing and extract the attribute information of products 
such as the form of a feature vector. We then propose a method for classifying products by similar characteristics using the 
extracted feature vector. By applying the proposed method to actual image data on fashion products, we show that products 
can be classified on the basis of only the information obtained from image data via a verification experiment.
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Introduction

	 In implementing effective sales strategies in a modern 
market where a multitude of products are distributed, it is often 
the case that customers or products are categorized into small 
groups with similar characteristics and the same promotion is 
conducted for customers or products in the groups. In many 
cases, classification is performed on the basis of product attributes 
or past purchase history and cluster analysis is conventionally 
used.

	 Looking at previous studies, when classifying products 
using cluster analysis, it is common to quantify attributes such 
as product price, color, and size to conduct the analysis. Because 
of the expansion of e-commerce, the number of stores that in-
troduce products by making full use of image data instead of 
product attributes with letters and numerical values is increasing 
on the internet. When introducing products using images, it is 
not necessary to give detailed explanations regarding product 
attributes using characters and numerical values so product in-
troductions using product images are the mainstream in online 
shops.

	 When introducing products using images in an online 
store, detailed attribute information regarding the target prod-
uct is often not prepared as characters or numerical values. In 
such a case, the attribute information required for classifying the 
products must be collected again, which causes a large workload. 
Additionally, an online shop handles a large number of products, 
and digitizing attribute information for each product results in 
enormous cost and work time for marketers. If attribute infor-
mation can be extracted from the image data, it will become pos-
sible to classify the products only with the information obtained 
from the image data. This not only reduces the workload of mar-
keters but can also lead to a more efficient recommendation of 
products to consumers, providing a great advantage for compa-
nies that operate online shops.

	 Thus, in this study, we attempt to use convolutional pro-
cessing, which is widely used today in machine learning to ex-
tract the attribute information of online products in the form of 
a feature vector. Then, we propose a method for classifying prod-
ucts into those with similar characteristics using feature vectors. 
By applying the proposed method to actual data gathered from 
fashion products, we show that products can be classified on the 
basis of only the information obtained from image data through 
a verification experiment.

Outline of Previous Studies

	 In various industries, there is an accelerating movement 
to analyze a large amount of data accumulated in a company and 
to make management decisions on the basis of the knowledge 
obtained from data analysis. This movement is known as da-
ta-driven management, and decision making based on data anal-
ysis can be seen in various marketing situations ranging from 
manufacturing sites to personnel planning.

	 Looking at examples of data utilization in the marketing 
field, it is a common practice to classify objects such as products, 
stores, and customers into groups with similar characteristics on 
the basis of their respective attributes. For example, on the ba-
sis of the analysis results, marketers can recommend products to 
customers with similar characteristics or similar to those viewed 
in the past on the online shop. The strategy is accomplished on 
the basis of the idea of classifying the targets into similar groups 
and then implementing the same marketing strategy for prod-
ucts or customers belonging to the same group.

	 Since the mid-1950s, various algorithms such as dis-
criminant analysis, cluster analysis, and self- organizing maps 
have been studied as methods for classifying objects into those 
with similar characteristics [1].

	 Anderson [2] proposed a method of classifying data into 
two classes by discriminant analysis. Studies on the classification of 
data by cluster analysis can be traced back to Fisher’s study [3]. Fisher 
proposed a method to classify data after grouping it into data with 
close values when the data is one variable. The algorithm proposed 
by Fisher calculates the weighted squared error from the mean val-
ue of the data in the group and forms the group so that the total of 
the squared errors is minimized. Cox [4], proposed an algorithm for 
classifying data for special cases where the data are normally distrib-
uted. Ward [5], proposed an algorithm for hierarchically combining 
data by first grouping the data closest to each other and then repeat-
ing the combination of the groups for multidimensional data. The 
algorithm proposed by Ward came to be called the Ward method 
and is still widely used as a typical algorithm in cluster analysis.

	 After that, MacQueen [6], proposed an algorithm called 
the K-means method which is a multidimensional extension of 
the algorithm proposed by Fisher. The K-means method is a sim-
ple algorithm, relatively easy to understand, and can be applied 
to a large amount of data. Thus, it is currently used in various 
fields as the main classification algorithm in machine learning.
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	 Frank and Green [7] reported one of the earliest stud-
ies that applied the K-means method to marketing. Frank et al. 
conducted a study to classify television programs into those with 
similar characteristics using the Euclidean distance based on the 
attribute information of the program. Additionally, George and 
Roger [8] conducted a study to classify stores into those with 
similar characteristics using the Euclidean distance based on the 
attribute values extracted using principal component analysis. 
Since these studies, the K-means method has become widely 
used as an algorithm for classifying objects.

	 Since then, cluster analysis by the Ward method and the 
K-means method has been used in various decision making con-
texts.

	 In stores that handle many products and customers, it 
is essential to classify products and customers into groups with 
similar characteristics to efficiently promote sales strategies.

	 Looking at the decision making paradigm in market-
ing, since previously mentioned studies, data analysis for deci-
sion making is conducted after quantifying the attribute infor-
mation of products, stores, and customers. Looking at the world 
of e-commerce, a huge number of products are sold in online 
shops. Looking around the web pages of e-commerce companies, 
it is common for only product images to be displayed and that 
become the only information obtained from the image data.

	 In previous studies, classification of products has been 
done mostly on the basis of quantified product attributes but 
considering the current state of e-commerce, it may be possi-
ble to streamline store management if products can be classified 
using only information obtained from image data. Thus, in this 
study, we attempt to propose a method for classifying products 
into groups with similar characteristics by performing cluster 
analysis using only the information obtained from the images.

Proposed Method in this Study

	 As data utilization progresses in various fields, research 
on machine learning has been increasingly conducted in recent 
years. Deep learning is one of the typical algorithms used in ma-
chine learning and learning algorithms using neural networks 
are often collectively called deep learning.

	 In recent years, algorithms for learning by neural net-
works using image data as an input layer have also been wide-
ly studied [9]. Most of the algorithms perform convolutional 
processing for image data as preprocessing and then perform 
learning using a neural network that incorporates feature vec-
tors extracted from convolutional processing as an input layer. 
This algorithm is generally called a convolutional neural network 
(CNN) and is being applied in various fields to achieve signifi-
cant results [10,11].

	 However, most of the previous studies on the classifica-
tion of image data based on a CNN are of the type that predicts 
the classification result under the condition that the teacher data 
are given. So far, few studies have attempted to classify image 
data under the condition that there are no teacher data.

	 In this section, we propose an algorithm that enables 
the classification of image data without the provision of teacher 
data by extracting feature vectors from image data and classify-
ing feature vectors into groups with similar features by cluster 
analysis.

Outline of the proposed method

	 The outline of the proposed method in this study is 
shown below. The symbols used in this section are defined as fol-
lows:

k	  Image number (k = 1,2,….,K)

i 	 Horizontal pixel coordinates (i = 1,2,….,I)

j	 Vertical pixel coordinates (j = 1,2,….,J)

Figure 1: Image of pixel coordinate
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	 Moreover, the pixel value of the pixel coordinate [i j] in 
the image data k is described as xijk.

	 These image data are classified according to the follow-
ing steps:

Step.1: Implementation of convolutional processing

	 Convolutional processing is performed by passing the 
image data through filters. The filters used here are called the 
kernel filter and pooling filter.

	 In this study, we define the number of the kernel filter as 
h (h = 1,2,….,H) and the weight assigned to the filter coordinates 
(s, t) as wsth(s=1,2,…,S、t=1,2,….,T).

	 However, since a square matrix is generally used for the 
filter, S = T. Additionally, the coordinates of the data generated 
by performing the convolutional processing using the filter h on 
the image number k are u[m,n]h(m = 1,2,…,M、n = 1,2,….,N).

	 When the slide width of the filter is described as b, the 
value of the coordinates u[m,n]h is formulated by equation (1):

(1)
, , ( 1) , ( 1)1 1

[ , ] .T S
h s t h b m s b n tt S

u m n w x ∗ − + ∗ − += =
=∑ ∑

sential information. The filter used here is called the pooling fil-
ter, and the data group extracted by passing through the filter is 
called the pooling layer.

	 We describe the coordinates of the pooling filter used in 
this study as (p, q) (p = 1,2,…, P、q = 1,2,…,Q). However, since a 
square matrix is generally used for the filter, P = Q.

	 We also describe the coordinates of the pooling layer 

1,I SM floor
b
− = + 

 

1.J SN floor
b
− = + 

 

	 And maximum value of M and N is formulated by equa-
tions (2) and (3):

(2)

(3)

	 However, floor (x) is a function that truncates the deci-
mal point of x.

Step.2: Data reduction by max pooling

	 Next, by passing the data of the convolutional layer 
through a filter, the data size is reduced while leaving only es-

1.M PE floor
c P
− = + ∗ 

1.N PG floor
c P
− = + ∗ 

(4)

(5)

generated by pooling processing as v[e, g]h (e = 1,2,…,E、g = 
1,2,…,G). When the slide width of the pooling filter is given by 

  1,2,...,  ;   1,2,...,
[ , ] max ( [( 1) , ( 1) ] )h hp p q Q

V e g u e P p g Q q
∈ ∈

= − ∗ + − ∗ + (6)

c, the maximum value of E and G is formulated by equations (4) 
and (5):

	 Then, the data with the largest value are selected from 
the area surrounded by the filter.

A = E × G × H.

1 2[ , , ,... ]k k k AKA z z z= (7)

Step.3: Converting data in pooling layer to vector format

	 Furthermore, the data group in the pooling layer in 
the matrix format is converted into the vector format. This con-
version is called Flatten. We describe the vector generated by 
Flatten as Ak. However,

We call Ak the feature vector of image data k.

	 Figure 2 summarizes the flow of feature vector ex-
traction via convolutional processing.
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Step.4: Classification using the K-means method

	 We classify the image data by the K-means method us-
ing the feature vector Ak extracted in Step3 as a variable. Classifi-
cation is performed by the following procedures:

	 Procedure 1	 Determine the number of clusters C 
to generate.

	 Procedure 2	 Set C random points in the data, and 
use them as the initial value of the centroids. 

	 Procedure 3	 Classify data into groups by assigning 
all data to the closest centroid. Assign all the points to the closest 
cluster centroid. 

	 Procedure 4	 Recompute the centroid within new-
ly created groups.

	 Procedure 5	 Repeat Procedures 3 and 4 until the 
position of the centroids is converged.

	 Procedure 6	 When the position of the centroids 
converges, the within-cluster’s sum of squared error (SSE) is cal-
culated. When the number of clusters is set to C, SSE is for-
mulated by equation (8):

Figure 2: Flow of convolutional processing

2)
1 1, 1

(
ckc A

ac ak
c k k c a

SSE z z
−

= = ∈ =

 
= −  

 
∑ ∑ ∑ (8)

	 Finally, the optimum number of clusters is determined 
on the basis of equation (8). The number of clusters is generally 
determined by the following procedure. That is, the number of 
clusters C is increased to 2, 3, 4, …, and the relationship between 
the number of clusters and the SSE is plotted on a graph to create 
a line graph. This line graph is called an elbow graph. Generally, 
SSE decreases monotonically as the number of clusters increas-
es, but the decreasing tendency becomes gradual after a certain 
number of clusters. The optimum number of clusters is decided 
by the number of clusters that is the boundary where the decreas-
ing tendency changes.

Comparison method

	 In this study, as a comparison method with the pro-
posed method, we attempt to extract pixel values from the image 
data before convolutional processing and perform clustering via 
the K-means method on the basis of the pixel values. Then, the 
results obtained from this process will be used as a comparison 
method in this study.

	 That is, on the basis of the pixel value xijk in image data 
k, we generate the vector Ak by equations (9)    and (10):

	 Then, on the basis of Ak, we classify image data via the 
K-means method according to the procedure shown in Section 3.1.

( 1) ,a j I i= − + (9)

ak ijkz x= (10)
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Verification experiment using actual data

	 In this section, by applying the actual data to the pro-
posed method and the comparison method shown in Section 3, 
we will show that classification based on the feature vector ob-
tained by the convolutional processing is possible to classify im-
age data with higher accuracy than clustering based on pixel val-
ues obtained from original image data.

Data outline used in the verification experiment

	 Various datasets are prepared in a database called 
MNIST provided by the National Institute of Standards and 
Technology, which was created for introduction to machine 
learning. One of them is a dataset called Fashion-MNIST, which 
is a collection of images related to fashion products. In this study, 
we will conduct a verification experiment using Fashion-MNIST.

Overview of fashion-MNIST

	 The image data included in the Fashion-MNIST is a 
grayscale image comprising 28 pixels in height and 28 pixels in 
width, for a total of 784 pixels, and comprised 10 types of fashion 

products. Each pixel has a single pixel value indicating the bright-
ness or darkness of the pixel.

	 Since a digital image is usually created by the intensity 
of the three primary colors of light, green, red, and blue (GRB), 
this can be referred to as three luminances being assigned to one 
pixel. However, in the image data created by grayscale, each ele-
ment of GRB has the same brightness so an image can be created 
by giving a single pixel value to one pixel.

	 Fashion-MNIST is data created for learning neural 
networks, and the dataset consists of 60,000 images for train-
ing (6,000 images for each of 10 types of fashion products) and 
10,000 images for testing. Since this study aims to classify the 
image data, only 60,000 images prepared for training will be used 
in the verification experiment.

	 Figure 3 shows the list of 10 product categories included 
in the Fashion-MNIST data together with sample images.

	 Convolution of image data and the extraction of a feature 
vector

Figure 3: Product categories and sample images included in the Fashion-MNIST
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Filter name to use Data Status
Kernel Filter size

2 x 2 3 x 3 4 x 4 5 x 5

 
Input Data 
(Image Data)

28 x 28 28 x 28 28 x 28 28 x 28

Convolutional Filter1
Convolutional 
Layer1

27 x 27 26 x 26 25 x 25 24 x 24

Convolutional Filter2
Convolutional 
Layer2

26 x 26 24 x 24 22 x 22 20 x 20

Pooling Filter1(2x2) Pooling Layer1 13 x 13 12 x 12 11 x 11 10 x 10

Convolutional Filter3
Convolutional 
Layer3

12 x 12 10 x 10 8 x 8 6 x 6

Convolutional Filter4
Convolutional 
Layer4

11 x 11 8 x 8 5 x 5 2 x 2

Pooling Filter 2 (2x2)

Pooling Layer2 5 x 5 4 x 4 2 x 2 1 x 1

Flatten Layer
5 x 5 x Number of 
Kernel Filters

4 x 4 x Number 
of Kernel Filters

2 x 2 x Number of 
Kernel Filters

1 x 1 x Number of 
Kernel Filters

Table 1: Size of data generated when changing the size of a kernel filter

	 In this section, we describe the results of convolutional pro-
cessing and extraction of the feature vector from a set of 60,000 
image data related to fashion products on the basis of the pro-
posed method in Section 3.1.

Analytical environment

	 We use the deep learning library Keras developed by Py-
thon and executed Tensorflow for convolutional processing.

Overall architecture of convolutional processing

	 The size of the pooling filter is fixed at 2 × 2, and then, 
convolutional processing for image data is performed using four 
types of kernel filters (2 × 2, 3 × 3, 4 × 4, and 5 × 5). We also pre-

pared five types of filter numbers (16, 32, 64, 128, and 256) and 
conducted experiments by changing the number of filters. This is 
to investigate how the classification accuracy changes by chang-
ing the size and the number of kernel filters and to determine the 
optimum size and number of filters.

	 To improve the analysis accuracy, the convolutional pro-
cessing is performed twice and then the max pooling process is 
performed once. Table 1 shows the results of summarizing the 
size of the data generated in each processing when the size of the 
kernel filter is changed. In this study, we will prepare five types of 
kernel filters to be used for analysis and investigate the effect of 
the combination of the size and number of kernel filters on the 
classification results of product categories.

Classification of image data via the K-means method

	 Next, the image data are classified on the basis of the 
K-means method according to the procedure in Section 3.1 using 
the vector Ak extracted from the Flatten layer.

	 Each value of the SSE is recorded while changing the 
number of clusters to determine the optimum size and number 

of kernel filters. The value of the log-likelihood chi-square cal-
culated from the actual product category and the classification 
result by cluster analysis is plotted on the graph. Finally, we eval-
uate the shape of the graph and determine the optimal size and 
number of kernel filters.

	 Figures 4_1 to 4_5 show the relationship between the 
number of clusters and the SSE using a line graph.
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Figure 4.1: Relationship between the number of clusters and SSE (16 kernel filters)

Figure 4.2: Relationship between the number of clusters and SSE (32 kernel filters)
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Figure 4.3: Relationship between the number of clusters and SSE (64 kernel filters)

Figure 4.4: Relationship between the number of clusters and SSE (128 kernel filters)
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Figure 4.5: Relationship between the number of clusters and SSE (256 kernel filters)

	 Figure 5.1 to Figure 5.5 show the relationship between the 
number of clusters and log-likelihood chi- square.

Figure 5.1: Relationship between the number of clusters and log-likelihood chi-square (16 kernel filters)
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Figure 5.2: Relationship between the number of clusters and log-likelihood chi-square (32 kernel filters)

Figure 5.3: Relationship between the number of clusters and log-likelihood chi-square (64 kernel filters)
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Figure 5.4: Relationship between the number of clusters and log-likelihood chi-square (128 kernel filters)

Figure 5.5: Relationship between the number of clusters and log-likelihood chi-square (256 kernel filters)
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	 As a result of the analysis, regarding the number of filters 
to be used, we can understand that the SSE tends to take a small 
value regardless of the filter size when the number of filters is 
small and the SSE value tends to increase as the number of filters 
increases.

	 Conversely, regarding the log-likelihood chi-square, it 
can be seen that the value is higher when the number of filters is 
32 than when the number of filters is 16, but the value decreases 
as the number of filters is further increased. Also, looking at the 
filter size, in the case of a 2 × 2 filter, it can be seen that chi-square 
takes a large value regardless of the number of filters.

	 When creating datasets by convolutional processing and 
performing cluster analysis on the basis of the created data, the 
time required for data processing and calculation tends to in-
crease as the filter size and the number of filters increases.

	 Considering these points, it can be seen that even if the 
filter size and the number of filters are increased, the classifica-
tion accuracy is not necessarily improved.

	 As a result of verification experiments, when a filter size 
of 2 × 2 is used, it tends to show stable and high classification ac-

1 2 3 4 5 6 7 8 9 10 Total
1     T-shirt 90 2 74 8 5,502 2 0 175 30 117 6,000
2     Trouser 1,010 0 13 1 108 4,797 0 69 2 0 6,000
3     Pullover 19 0 56 3 211 0 0 4,178 41 1,492 6,000
4     Dress 3,473 0 3 1 2,223 2 1 222 27 48 6,000
5     Coat 103 0 17 1 680 2 0 5,065 50 82 6,000
6     Sandal 40 2,195 15 3,514 1 0 235 0 0 0 6,000
7     Shrit 53 0 64 0 2,030 0 1 3,384 193 275 6,000
8     Sneaker 0 1 0 4,669 0 0 1,330 0 0 0 6,000
9     Bag 57 0 5,463 172 82 3 42 147 20 14 6,000
10 Ankle boot 45 3 7 43 3 0 5,899 0 0 0 6,000
Total 4,890 2,201 5,712 8,412 10,840 4,806 7,508 13,240 363 2,028 60,000

products

representing 
the cluster

Trouser  

Dress
Sandal Bag

Sandal 
Sneaker

T-shirt 
Dress

Shirt

Trouser

Sneaker 

Ankle

boo

Pullover 
Coat

Shirt
Pullover

curacy. Also, when comparing the case of using 32 filters and the 
case of using more filters, there is no significant difference in the 
value of the chi-square, so when classifying the image data of the 
Fashion-MNIST, it is thought that the optimum filter set would be 
when the filter size is 2 × 2 and the number of filters is 32.

	 Next, we will examine the optimal number of clusters in 
this study. Figure 2_2 shows the results of SSE measurements us-
ing 32 and 2 × 2 filters. Looking at the graph, we can understand 
that the number of clusters continues to decrease monotonically 
until around 10 and that the SSE has converged after that. Since 
there are 10 types of fashion products used in the Fashion-MNIST, 
we will proceed with the analysis after setting the number of clus-
ters to 10.

Classification Result

	 Table 2 shows the results of classifying a set of 60,000 im-
age data for trains included in the Fashion- MNIST after setting 
the size of the kernel filter to 2 × 2, the number of filters to 32, 
and the number of clusters to 10.

Classification by k-means clustering
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	 In Table 4, the row direction (vertical axis) indicates the 
product category in which each of the data was originally cate-
gorized, and the column direction (horizontal axis) indicates the 
classification destination of the image data by cluster analysis.

	 The bottom of Table 2 shows the results of summarizing 
what kind of products each of the 10 clusters is composed of, on 
the basis of the classification results.

	 Figure 6 shows the result of calculating the average value 
of the feature vector finally extracted using 32 of the 2 × 2 kernel 
filters for each product category. From this result, it can be con-
firmed that the value of the feature vector extracted by the con-
volutional processing differs depending on the product category.
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Figure 6: Average value of feature vector finally extracted using 32 of 2 × 2 kernel filters 

	 As a result of the analysis, it can be seen that for each 
cluster, the products that characterize that cluster are gathered. It 
turns out that there are cases where an image is classified into the 
same cluster if the shapes are similar, even if the actual product 
categories are different, as seen with the pullover, coat, and shirt 
gathered in cluster number 8.

Classification of image data by comparison method

	 Here, on the basis of Section 3.2, as a method to be com-
pared with the proposed method in this study, we show the results 

of clustering by the K-means method on the basis of the original 
pixel values extracted from the image data.

Figure 7 shows the transition of the likelihood ratio chi-square 
calculated by changing the number of clusters from 2 to 15. The 
solid red line is the result of classification using 32, 2 × 2 kernel 
filters, and the broken blue line is the result of classification by 
the method shown in Section 3.2 without convolution of image 
data.
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Figure 7: Number of clusters vs likelihood ratio chi-square

	 From this graph, we can understand that the proposed 
method in this study shows a higher likelihood ratio chi-square 
than the comparison method in all the cluster numbers. Espe-
cially the likelihood ratio chi-square when the number of clusters 
is 10 is as follows: Proposed method in this study: 192,732 Com-
parison method: 120,798

	 It can be seen that the proposed method in this study 
shows higher classification accuracy than the comparison meth-
od.

	 From the results of this verification experiment, it was 
shown that image data can be efficiently classified by using the 
feature vector extracted from convolutional processing. Addi-
tionally, it was also shown that the data can be classified with 
higher accuracy by using the feature vector extracted by the con-
volutional processing than by using the pixel values.

Conclusion

	 In this study, we reported the results of studies on the 
clustering of image data using convolutional processing.

	 In today’s distribution industry, to improve management 
efficiency, efforts are often being made by classifying customers 
or products into groups with similar characteristics and imple-
menting similar marketing strategies inside groups. Under these 
circumstances, clustering is one of the methods widely used when 
classifying customers and products into groups with similar 
characteristics.

	 However, most current studies focus on quantifying at-
tributes such as price, size, and color and classifying objects on 
the basis of the quantified data. With the spread of e-commerce, 
there are increasing cases where products are introduced by im-
age data instead of displaying details by character and numeric on 
the screen.

	 Considering that most of the product introductions in 
internet businesses are performed using image data, we believe 
that the clustering of image data can streamline the classification 
of products for the company that manages e-business. However, 
almost no research has been conducted to classify data by directly 
performing cluster analysis on image data. In this study, we at-
tempted to propose a method for classifying products into groups 
with similar characteristics by convolutional processing for image 
data related to fashion products.
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	 As a result of applying the proposed method to actu-
al data, although there are cases where products with similar 
shapes are classified into the same cluster even if the original 
product categories are different, it was confirmed that it is pos-
sible to classify similar products into the same cluster to some 
extent.

	 The results of the chi-square test show that higher classi-
fication accuracy can be obtained in the case where the image data 
are classified by using the feature vector extracted by the convolu-
tional processing than the case where the image data are classified 
by using the original pixel value extracted from the data.

	 Furthermore, in the convolutional processing when ex-
tracting the feature vector, even if the number of filters used in 
the process is increased, the analysis accuracy does not necessar-
ily improve and the number of filters suitable for the data may 
exist. Also, regarding the size of the filter to be used, it is possible 
to classify images with higher accuracy with a filter with a small-
er size than with a filter with a larger size and that there is also an 
appropriate filter size depending on the data.

	 Finally, we mention the issues of this study and future 
prospects. In the cluster analysis based on the proposed method, 
similar products could be classified into the same cluster to some 
extent. Conversely, there is also a phenomenon in which products 
belonging to different product categories are grouped together in 
one cluster. It is believed that one of the causes is that the image 
data used in this study have a low resolution. And it seems that it is 
necessary to improve the algorithm so that products are classified 
into different clusters if the product categories are different even 
if the images have similar shapes.

	 Besides product images, e-commerce is also actively pro-
moting using video and audio, so it seems that there is a social 
need for algorithms that classify videos and audio into groups 
with similar characteristics.
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